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Abstract: A qualitative study on temperature distribution has been executed in Hyderabad by several researchers. This 
study, however, is the first attempt to study temperature distribution quantitatively. Two different methods, i.e., 
Artificial Neural Network (ANN) and Regression Analysis (RA), have been used to determine the average daily 
temperature distribution for Hyderabad, a city in Pakistan. Both the methods are used to predict the average daily 
temperature of the years; 2018, 2019, and 2020. In Neural Network (NN) analysis, the network was trained and 
validated for three years with temperature recorded from 2015-2017. With the help of training and validation 
parameters of the hidden layer, the average d aily temperature was predicted for 2018-2020. Based on input parameters 
(dew point, relative humidity, and wind speed), a multiple regression model was developed, and average daily 
temperature for the years 2018-2020 was predicted again. For validation of the model statistical errors, Root Mean 
Square Error (RMSE), Mean Absolute Error (MABE), Mean Absolute Percent Error (MAPE), and coefficient of 
determination are calculated. The statistical errors show that multiple regression models and neural network models 
provide a good prediction of temperature distribution. However, the results of the neural network are better than the 
regression model. 
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Introduction  

The climatic change can be predicted by gathering 
information, observing, and forecasting weather events 
over many years (Ukhurebor et al., 2017a). It depends 
on sea, longitude, and latitude (Pondya et al., 2011) 
and impacts food security. The term "weather" 
describes the condition of air on the earth's surface at a 
particular time and place. Forecasting is the act of 
making an educated guess in computing future 
forecasts by relying on present and past data 
(Avazbeigi et al., 2010). The key service rendered by 
the metrological community is forecasting weather 
conditions. Though, it is still challenging for many 
government and private agencies (Sharma and Datta, 
2007). Temperature is a significant metrological 
parameter in various fields, including tourism, 
agriculture, and economics. In these fields, the 
importance of weather forecasts is crucial, since 
forecasting future conditions is a frequently required 
phenomenon (Al-Matarneh et al., 2014). 

Artificial neural networks are powerful techniques for 
non-linear models as they do not require a 
mathematical expression for any complex phenomena 
(Kumar, M., et al., 2002). Using the ANN technique, 
the maximum temperature of the winter season in Iran 
and Tehran was predicted. 70% of data was assigned 
for training and the remaining 30% for testing and 
validation. ANN model based on three input layers, 
nine hidden layers, and one output layer Hyperbolic 
tangent function used in the hidden layer. Several 

statistical parameters are calculated, which are in the 
acceptable range (Nezhad, et al., 2019). 

The temperature prediction technique has been the 
subject of numerous studies. Radhika and Shashi 
(2009) reported that the support vector machine could 
forecast the weather by considering time-series data. 
Hayati and Mohebi (2007) used meteorological data 
from 1996-2006 to train and test an Artificial Neural 
Network based on human comfort. Thunderstorms 
probability, rain, fog, and frost forecasting 
meteorologists adopted the dew point temperature 
irrespective of relative humidity (Górnicki et al., 2017; 
Yousif and Tahir, 2013). A lower atmosphere greater 
than 60 °C of dew point shows intense thunderstorm 
probability (Ukhurebor et al., 2017b). 

Multiple Regression Analysis is a statistical analysis to 
deduce a relation between a dependent and various 
independent parameters. They are widely used for two 
reasons which are conceptually and significantly 
different. It is generally used for forecasting, and its 
application overlaps considerably with that of machine 
learning. Also, it can be used to conclude causal 
associations between independent and dependent 
variables in a particular case. A regression analysis 
method may provide useful information to researchers 
(Cook et al 1982, Gupta et al, 2017) 

In the last century, in the climate variation research 
field, the main focus was a variation of surface air 
temperature. In Pakistan, the air temperature was 
studied from 1882 to 2003. Normal distribution fit an 
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analytical analysis and suggested temperature increases 
from 0.3 °C to 1.0 °C in the twentieth century. From 
1882 to 1960 and 1961 to 2000, the Bayesian analysis 
computational technique showed that the average 
annual mean temperature for the first period is less 
than the second period. The general pattern of 
changing climate is like the current global warming 
configuration throughout Pakistan by Bayesian 
inference (Iqbal and Quamar, 2011). 

Therefore, this study aims to forecast the temperature 
of Hyderabad by using artificial neural network 
technique and Multiple Regression Analysis, keeping 
in view the basic weather parameters such as humidity, 
dew point, and wind speed. 

Study Area 

Hyderabad is the capital of the Hyderabad Division, 
which is located in Pakistan's Sindh province (Fig. 1). 
It is located at 25.367 °N latitude and 68.367 °E 
longitudes and has a tropical desert climate with mild 
temperatures all year (Jatt, 2016, WS, 2021). As a 
result, typical Hyderabadi homes have "wind-catching" 
towers that funnel breezes down into living quarters to 
reduce heat (Talpur, 2007).  

The winter season starts in December and continues till 
February. The Western Disturbance influences the 
winter season. Winters are mild, with highs about 25 
°C (77 °F) and lows below 10 °C (50 °F). The Spring 
season mostly begins in March, which lasts until April. 
Hyderabad's spring season is almost unobserved due to 
the city's dry climate. Autumn starts from October to 
November. Autumn is characterized by hazy and dry 
weather. The perceived humidity in Hyderabad varies 
enormously throughout the year (https://weathers 
park.com). 

 

Fig. 1 Geographical location of Hyderabad in Sindh, Pakistan. 

Materials and Methods 

Artificial Neural Network (ANN) 

An Artificial Neural Network consists of 
interconnecting artificial neurons. These neurons are a 
model of a neuron in the biological brain. In Artificial 
Neural Network, the computer learns the behaviour of 
the input data and performs several tasks to train the 
machine. The process of training is the adjustment of 
weights of edges connecting neurons. Once the 
machine is trained efficiently, the output data is 
predicted (Agatonovic, 2000, Malone, 1955, Maqsood, 
2004) 

Artificial Neural Network (Agatonovic and Beresford, 
2000; Malone, 1955; Maqsood et al., 2004) predicts 
the average daily temperature of Hyderabad city by 
taking three variables, i.e., dew point, relative 
humidity, and wind speed as input. The architecture of 
ANN used in this study is shown in Fig. 2. 

 

Fig. 2 Feedforward neural network with ten neurons in hidden layers 

Three input parameters, i.e; dew point, relative 
humidity, and wind speed are used to estimate the 
temperature. This prediction model is developed on 
MATLAB, which is a three-layered feed-forward 
network. The input layer contains three neurons 
without any hidden layer. Ten neurons are included in 
the hidden layers to ensure good fitting of the input to 
output variables. Hidden layer neurons have sigmoidal 
transfer function while neuron in output layer has 
linear transfer function. The output of the only neuron 
in the output layer represents estimated temperature 
(T), and it is given by 

𝑇𝑇 = �𝑤𝑤𝑖𝑖𝐻𝐻𝑖𝑖 + 𝐵𝐵
10

𝑖𝑖=1

                                                          (1) 

Where bias B=1.366025 and weights wi are given in 
table 1. Here, Hi can be calculated by the following 
equation, and Ei can be calculated using the following 
formula, 

𝐻𝐻𝑖𝑖 =
1

1 + 𝑒𝑒−𝐸𝐸𝑖𝑖
                                                                  (2) 

𝐸𝐸𝑖𝑖 = 𝑊𝑊1𝑖𝑖𝑋𝑋1 + 𝑊𝑊2𝑖𝑖𝑋𝑋2 + 𝑊𝑊3𝑖𝑖𝑋𝑋3 + 𝑏𝑏𝑖𝑖                            (3) 
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Where X1, X2, and X3 represent inputs dew point, 
relative humidity, and wind speed, respectively. bi is 
the bias associated with ith neuron of the hidden 
layer, and Wji is the weight of branch connecting ith 
neuron and jth input. 

Multiple Regression Models  

A multiple regression model (see equation 4) is 
suggested in which a predictor of a dependent 
variable (average daily temperature) is given as a 
function of three independent variables. The 
independent variables are dew point, relative 
humidity, and wind speed. The suggested model is 
linear. In equation (4) 𝑎𝑎𝑜𝑜 , 𝑎𝑎1, 𝑎𝑎2 𝑎𝑎𝑎𝑎𝑎𝑎 𝑎𝑎3 are 
regression coefficients. T is the average daily 
temperature, Td is the average dew point, Rh is the 
relative humidity, and 𝑉𝑉 is wind speed. 

𝑇𝑇 = 𝑎𝑎𝑜𝑜 + 𝑎𝑎1𝑇𝑇𝑑𝑑 + 𝑎𝑎2𝑅𝑅ℎ + 𝑎𝑎3𝑉𝑉                                   (4) 

Statistical Errors for Validation of Developed 
Models 

To check the validity of both models, the Mean 
Square Error (MSE), Mean Absolute Error (MABE), 
Mean Absolute Percent Error (MAPE), and 
Coefficient of determination R2 are calculated using 
(5) to (8) (Uddin et al., 2019). 

𝑀𝑀𝑀𝑀𝑀𝑀

=
1
𝑛𝑛
�(𝑇𝑇𝑐𝑐.𝑖𝑖 − 𝑇𝑇𝑚𝑚.𝑖𝑖)2
𝑛𝑛

𝑖𝑖=1

                                                       (5) 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 =
1
𝑛𝑛
� |𝑇𝑇𝑐𝑐𝑐𝑐 − 𝑇𝑇𝑚𝑚𝑚𝑚|                                           
𝑛𝑛

𝑖𝑖=1

(6) 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 =
1
𝑛𝑛
��

(𝑇𝑇𝑐𝑐𝑐𝑐 − 𝑇𝑇𝑚𝑚𝑚𝑚)
𝑇𝑇𝑚𝑚.𝑖𝑖

�
𝑛𝑛

𝑖𝑖=1

𝘹𝘹100                               (7) 

𝑅𝑅2 = 1 −
∑ (𝑇𝑇𝑐𝑐𝑐𝑐 − 𝑇𝑇𝑚𝑚𝑚𝑚)2𝑛𝑛
𝑖𝑖=1

∑ (𝑇𝑇𝑐𝑐𝑐𝑐 − 𝑇𝑇𝑚𝑚����)2𝑛𝑛
𝑖𝑖=1

                                           (8) 

Where Tci and Tmi are predicted and recorded 
temperatures for ith data point respectively. 

Results and Discussion 

The prediction of average daily temperature is one 
of the essential tasks in forecasting. Temperature 
plays a significant role for different sectors such as 
the industry of renewable energy, agriculture, and 
the daily life of the common man Water contents in 
the soil are also dependent on temperature, which 
directly affects processes like seed germination, 
plant growth, etc. In designing houses, hospitals 
etc., the variation in daily temperature is also 
considered. Scientists and researchers have 
employed various techniques to forecast 
temperature. The use of Artificial Neural networks 
has emerged as a modern technique to perform this 
task effectively. This study employs a feed-forward 
ANN to estimate average daily temperature. It 
consists of three input variables (dew point, relative 
humidity, and wind speed), a hidden layer with 10 
neurons, and the output variable (Average Daily 
Temperature). The network is trained using 1092 
data (2015-2017) points (average daily temperature, 
dew point, relative humidity, and wind speed) using 
Levenberg–Marquardt algorithm. 764 out of these 
1092 samples were used to train this network, while 
164 were used for validation and testing each. 

Later, this trained network was used to estimate 
1086 values of temperatures ranging from 2018 to 
2020. Predicted and actual values along with errors 
are plotted in fig. 3(a) and 3(c). The weight vectors 
W1 and W2 of the neuron which connects different 
nodes are determined and presented in table 1. The 
table also gives the values of the bias vector in 
equation (3). The bias 'B' in equation (1) is found to 
be 1.366025. The weights wi at nodes connecting 
neurons in the hidden layer and outside are also 
presented in table 1. 

 

 

Fig. 3 Comparison of predicted and actual average daily temperature of Hyderabad for the years (a) 2018, (b) 2019, (c) 2020. 
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Table 1 Weights of the input variable, and neurons and bias 
associated with the neurons. 

I wi W1i W2i W3i bi 

1 0.195268 2.278503 -1.20393 0.097574 -1.72063 

2 0.026207 0.842497 1.658171 -1.03971 -2.41446 

3 -1.85264 -0.67074 0.352121 -0.00652 -0.20721 

4 -0.00349 2.544566 -0.36235 2.646378 -1.5808 

5 0.006889 1.111571 3.274038 2.140504 -0.16471 

6 -0.00525 -1.91097 -2.21042 2.116281 0.020484 

7 -0.01835 -3.03678 -1.78265 3.528702 -1.73505 

8 -1.67435 -0.234 1.185217 0.087971 1.680052 

9 0.048303 0.559745 1.563312 0.770618 1.766489 

10 -0.36315 0.374902 2.190196 -0.43646 2.457451 

A multiple regression model is used for the prediction 
of the average daily temperature for Hyderabad. To 
develop the model for predicting average daily 
temperature, six-year climate data from 2017-2020 is 
used. The multiple regression model consisting of 
three independent variables, which are: dew point, 
relative humidity, and wind speed are used for 
predicting average daily temperature. The estimated 
model is given below; 

𝑻𝑻 = 𝟒𝟒𝟒𝟒.𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝟏 + 𝟏𝟏.𝟎𝟎𝟎𝟎𝟎𝟎𝟎𝟎𝟎𝟎𝟎𝟎𝟎𝟎𝑻𝑻𝒅𝒅  −  𝟎𝟎.𝟔𝟔𝟔𝟔𝟔𝟔𝟔𝟔𝟔𝟔𝟔𝟔𝟔𝟔𝟔𝟔𝟔𝟔 − 𝟎𝟎.𝟎𝟎𝟎𝟎𝟎𝟎𝟎𝟎𝟎𝟎𝟎𝟎𝟎𝟎𝟎𝟎 𝑽𝑽 

Using equation (9), the average daily temperature for 
three years i.e. (2018-2020) is predicted. To validate 
the regression model, the predicted values are 
compared with the actual adequacy of the model that is 
assessed by (MSE), (MABE), (MAPE), and R- square. 

Figure 4(a) shows the graph of recorded temperature 
distributions, as predicted by the regression model for 
2015-2017. The regression coefficients determined by 
data of 2015-2017 coefficients are used to predict 
temperature distribution for the period from 2018-2020 
(see fig. 4(b)-4(d). 

 

Fig. 4 The recorded and predicted temperature distribution for the 
years (a) 2015-2017, 2018, (c)2019. (d) 2020. 

 

 

The statistical errors for both ANN and regression 
models are calculated and presented in table 2. The 
values of statistical errors are lower in the case of 
ANN; the coefficient of determination between 
predicted and actual average daily temperatures is 
higher for ANN. The maximum absolute difference 
between measured and calculated temperature by the 
model was found to be most significant (7.14 oF) in 
2020, and the lowest is 1.25 oF for the year 2018. Table 
2 shows the values of statistical errors for each model 
and each year from 2018-2020. 

Table 2 Statistical Errors in the predicted temperature distribution of 
2018-2020 for regression and ANN models. 

 Year RMSE MABE MAPE R2 

Regression 
Model 

2018 0.924770 0.717016 0.894937 0.991340 

2019 1.270538 0.923233 1.180832 0.986885 

2020 1.653165 1.319912 1.705941 0.981612 

ANN 
Model 

2018 0.072626 0.050767 0.063599 0.999971 

2019 0.096517 0.059109 0.079051 0.999965 

2020 0.073636 0.052224 0.069465 0.999981 
 

Conclusion 

In this study, two models are developed to estimate the 
average daily temperature for Hyderabad city, 
Pakistan. The first model is a linear regression model 
based on three predictors, i.e., dew point, relative 
humidity, and wind speed. Regression coefficients are 
estimated using data values of 2015-2017, and this 
model is used to estimate average daily temperatures 
of 2018-2020. The second model is ANN; the 
modelling process comprises two steps. First is the 
training phase in which the model was trained on 
temperature variations for 2015-2017 by taking dew 
point, relative humidity, and wind speed as inputs. The 
trained model predicts the average daily temperature 
for three years (i.e. from 2018 to 2020). The predicted 
results obtained by ANN were excellent. The 
prediction errors are in the range of ±0.5 for the years 
2018 and 2020, whereas,  found in the range of ±1 for 
the year 2020. The RMSE, MABE, and MAPE are 
lower in ANN (between 0 and 0.1), whereas the same 
errors have higher values for the multilinear regression 
model (between 0 and 2). The coefficient of 
determination is also calculated to check the 
correlation between predicted and actual daily 
temperatures, which is found as 0.981 to 0.999 for the 
multilinear regression model. At the same time, 0.9999 
in the case of ANN confirms the suitability of the 
second method. 

In conclusion, the quantitative study of temperature 
distribution for Hyderabad is done through ANN and 
multilinear regression. This type of study can also be 
carried out for any other city. Though both methods 
give good quantitative results, the ANN approach 
provides better results than multilinear regression. 
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